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ABSTRACT
Text-driven human motion generation, which creates motion

sequences based on textual descriptions, has attracted great at-
tention in the communities of multimedia and artificial intelli-
gence. By parsing and comprehending textual information and
converting it into specific human movements, it realizes a direct
transformation from human semantics to motion sequences. New
text-driven human motion generators are springing up to achieve
better performance. However, the absence of well-trained evalu-
ators that can effectively estimate the consistency between the
text prompts and motions generated by existing generators re-
mains a challenge. To address the above issues, we propose an
open-source library with a powerful Contrastive Language-and-
Motion (CLaM) pre-training evaluator, which can be employed
for evaluating a variety of text-driven human motion generation
algorithms. We perform a thorough performance evaluation of
the existing algorithms on various metrics, such as R-Precision.
As a by-product, we build a large-scale HumanML3D-synthesis
dataset, which consists of 14,616 motion sequences and 547,102
textual descriptions, which is ten times larger than the widely-used
HumanML3D dataset. The source codes and models for CLaM are
available at https://github.com/SheldongChen/CLaM/.
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1 INTRODUCTION
Text-driven human motion generation [2, 5, 6, 11] aims to gen-

erate human motion sequences that align with the given text de-
scriptions. The innovation and practicality of this technology lie in
its integration of language understanding and motion generation.
This task has broad applications, including but not limited to digital
humans, animation-making, and so on.

Generating motion from textual descriptions is challenging, as
motion and text are from different modalities, and a single mo-
tion can be described through countless similar sentences. The
research on generators focuses on generating more realistic human
motion from texts. For example, T2M [2] and TM2T [3] solve the
understanding of long sentences and generation of variable-length
motions. Motion Diffuse [13] and MLD [1] introduced diffusion
models to this task, resulting in improved quality of generated
motion sequences. T2M-GPT [12] greatly enhances the semantic
comprehension capabilities of the generators by incorporating Gen-
erative Pre-trained Transformers (GPT).

Although the quality of generated motion sequences is improv-
ing, this field still encounters some unavoidable challenges that
must be faced, especially in research on evaluators. Research on
evaluators mainly concerns how to more accurately evaluate the
alignment between the generated motion and the given description,
which is not directly involved in the training of generators, but
determines the selection and evaluation of generators. So far, most
previous research uses the evaluator provided by Guo et al. [2]
for evaluating the alignment between the real motion and corre-
sponding description. However, the evaluator with poor judgment
has significantly hindered the development of this field. As shown
in Fig. 1, the recall precision (R-Precision) of the default evalua-
tor [2] is only 51.1% between the Ground Truth (GT) motion and
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Figure 1: Evaluation results of latest motion generators and
upper bound (groundtruth text-motion pairs) with the de-
fault evaluator [2] and our CLaM evaluator.

corresponding annotated textual descriptions. This has made it
increasingly challenging to assess the latest models (e.g. Motion
Diffuse, T2M-GPT) using the prior evaluator fairly, and researchers
can only rely on manual qualitative assessment to further compare
the generative results of each generator.

To overcome these challenges, we propose an open-source li-
brary with a powerful Contrastive Language-and-Motion (CLaM)
pre-training evaluator, which can perform a thorough performance
evaluation of the existing algorithms on various metrics, such as
R-Precision. Specifically, our CLaM comprises a text extractor and
a motion extractor as the stronger backbone. Additionally, we in-
troduce the plug-and-play synonym provider and auxiliary con-
trastive loss for the training stage. As shown in Fig. 1, compared
to the default evaluator [2] that can hardly distinguish the perfor-
mance of latest powerful generators [12, 13], it has approximately
22.7% R-Precrion improvement over the default evaluator [2], to
ensure that improvements in generators are accurately reflected
and substantiated by the reliable evaluator. As a by-product of
our plug-and-play LLM-based synonym provider, we launch the
HumanML3D-synthesis dataset, which consists of 14,616 motion
sequences and 547,102 corresponding textual descriptions, 10 times
larger than the HumanML3D dataset.

2 ARCHITECTURE OF CLAM
This section declares the detailed framework of our CLaM eval-

uator. Before describing our method in detail, we first introduce
the necessary notations and definitions of the text-driven human
motion generation task.

2.1 Preliminary
The task of text-driven human motion generation is, given a tex-

tual description 𝑋 , to generate the corresponding human motion
sequences𝑀′. After generation, the evaluator is applied for the per-
formance evaluation. Specifically, the generated motion sequence
𝑀′ and the given textual description 𝑋 are processed through the
evaluator to extract the motion features 𝑓𝑀 ′ and text features 𝑓𝑡 ,
respectively, and to compute metrics such as R-Precision. Following
the criteria proposed by Guo et al. [2], the motion feature extractor
and text feature extractor of the evaluator is trained under con-
trastive loss, with the real motion sequence𝑀 and corresponding

textual description𝑋 , to produce geometrically close feature vectors
for matched text-motion pairs.

2.2 Contrastive Pre-Training Evaluator CLaM
This subsection introduces our evaluator for text-driven human

motion generation named the Contrastive Language-and-Motion
pre-training model (CLaM). The design of CLaM is based on the
criteria proposed by Guo et al. [2], and its main purpose is to be
applied to quantitatively measure the quality of generated motion.
As shown in Fig. 2, our CLaM contains a text extractor and a motion
extractor, where the text extractor consists of a plug-and-play LLM-
based synonym provider, a pretraining tokenizer and a text encoder,
and the motion extractor consists of a pretraining conv encoder
and a motion encoder.

Synonym Provider. This module expands the original textual
descriptions using carefully crafted prompts, thereby enhancing the
diversity of text sentences in motion descriptions. It involves three
steps: Firstly, constructing appropriate prompts; Secondly, utilizing
existing large language model, such as ChatGPT, to generate more
enriched motion descriptions; and finally, selecting suitable descrip-
tions for the training process. The essence of text enhancement
is synonym sentence building, which is an easy task for ChatGPT.
However, for the text-driven human motion generation task, we
need to ensure both the accuracy and diversity of our synonymous
descriptions. After several trials and manual evaluations, we se-
lected the following prompt.

I would like you to act as a tautology sentence provider. I will
tell you several sentences that describe the same human motion and
you will give me a list of 20 synonymous sentences based on my
prompts. You will only reply to the sentences list (1. ... 2. ... 3. ...), and
nothing else. Do not write explanations: [𝑋1, 𝑋2, 𝑋3], where 𝑋1, 𝑋2,
𝑋3 are different descriptions of the same human motion sequence.
Specifically, ’tautology sentence provider’ is added in the prompt
to articulate our requirements. ’describe the same human motion’
indicates that 𝑋1, 𝑋2, and 𝑋3 describe the same human motion,
which helps the language model to understand the provided motion
sequence comprehensively. ’Do not write explanations’ effectively
reduces the redundancy of responses.

Text Tokenizer. For the input textual description, we encode it
as the token embedding 𝐸𝑡 with a pre-training text tokenizer. The
tokenizer used in our CLaM is based on the Byte Pair Encoding
(BPE) algorithm [10], which is a subword tokenization method. In
the encoding phase, the pre-training tokenizer splits the input text
into the longest subwords that exist in the pre-training vocabulary
as much as possible and then encodes them as token embedding 𝐸𝑡 .

Text Encoder. This module is designed for extracting the global
text feature 𝑓𝑡 from the token embedding 𝐸𝑡 . We use the causal
self-attention [9] module as the core of our text encoder. Causal
self-attention is a variant of the self-attention mechanism that
is designed to prevent future information leakage when making
predictions. It is often used in tasks like language modeling, which
require generating a sequence where the prediction at each step
should only depend on previous steps. The core formula of causal
self-attention is as follows:

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄,𝐾,𝑉 ) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥
(
𝑄𝐾𝑇√︁
𝑑𝑘

¤𝑚𝑎𝑠𝑘

)
𝑉 , (1)
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Figure 2: The architecture of our evaluator CLaM. Our CLaM contains a text extractor and a motion extractor, where the text
extractor consists of an LLM-based synonym provider, a pretraining tokenizer and a text encoder, and the motion extractor
consists of a pretraining conv encoder and a motion encoder. The conv encoder is pretrained through motion autoencoder [2].

Methods Year Type R-Precision (%) ↑ FID → MM-Dist→ Diversity →Top-1 Top-2 Top-3

TEMOS [6] ECCV’22 Retriever 40.5±0.3 53.5±0.3 61.1±0.2 - - -
TMR [7] ICCV’23 67.2±0.2 81.3±0.1 86.8±0.1 - - -

Guo et al. [2] CVPR’22 Evaluator 51.1±0.3 70.3±0.3 79.7±0.2 0.002±.000 2.974±.008 9.503±.065
CLaM (Ours) - 73.8 (+22.7)±0.2 87.0 (+16.7)±0.2 91.7 (+22.0)±0.1 0.004±.000 4.154±.006 7.913±.026

Table 1: Comparison with different evaluators and retrievers on HumanML3D [2] test set using ground-truth motion sequences.
The evaluation is repeated 20 times, and the mean value is reported, supplemented by a 95% confidence interval. Note that
metrics on ground-truth motion sequences are not comparable, except for R-Precision.

where 𝑄 , 𝐾 , and 𝑉 are the query, key, and value matrices re-
spectively, 𝑑𝑘 is the dimension of the keys, and mask is a mask
matrix that ensures that we only attend to past and current posi-
tions. Besides, causal self-attention can be more efficient in tasks
that involve sequential data as it does not need to attend to future
positions, which can save computation.

ConvEncoder.We encode themotion sequence𝑀 = (𝑚1,𝑚2, ...,𝑚𝑇 )
as snippet code 𝐶𝑠 = (𝑐1𝑠 , 𝑐2𝑠 , ..., 𝑐𝑡𝑠 ) through a pre-training conv en-
coder, which encodes motion sequences in the timeline with 1-D
convolution. The conv encoder is trained through the motion au-
toencoder [2]. In contrast to motion sequence, snippet code 𝐶𝑠 has
a unified dimension and capsule temporal semantic information,
an essential element for the extraction of global motion features.

Motion Encoder. This module is designed to extract the global
motion feature, denoted as 𝑓𝑚 , from the snippet code𝐶𝑠 . Given the
similarity between motion sequences and text sentences, we incor-
porate causal self-attention into our motion encoder. This approach
is nearly identical to that used in the text encoder. Incorporating
causal self-attention not only enhances the efficiency of our motion
encoder but also enables it to capture the temporal dependencies
in the motion sequences more effectively.

Contrastive Training. The loss function for our CLaM model
aims to minimize the distance betweenmatched text-motion feature
pairs while ensuring that mismatched text-motion feature pairs
are dispersed with a margin of at least 𝑑𝑚𝑖𝑛 . This goal is achieved
through the application of a contrastive loss function. It can be
formulated as follows:

𝐿𝐶𝑜𝑛 = 𝑦 · ∥fm − ft∥22 + (1−𝑦) ·𝑚𝑎𝑥 (0, 𝑑𝑚𝑖𝑛 − ∥fm − ft∥2)2 , (2)

where 𝑦 is a binary label equals 1 if the pair is matched, and 0 if
it is not. While 𝐿𝐶𝑜𝑛 can constrain the feature space to some extent,
it is less efficient in utilizing negative sample data. To overcome
this limitation, we introduce InfoNCE as an auxiliary loss function
as follows:

LNCE = − 1
2𝑁

∑︁
𝑖

(
log

exp 𝑆𝑖𝑖/𝜏∑
𝑗 exp 𝑆𝑖 𝑗/𝜏

+ log
exp 𝑆𝑖𝑖/𝜏∑
𝑗 exp 𝑆 𝑗𝑖/𝜏

)
, (3)

where 𝑁 is the number of batch samples, 𝑆𝑖 𝑗 is the cosine distance
between samples, and 𝜏 is the temperature hyperparameter. The
total loss used to train our CLaM is 𝐿𝑐𝑡𝑎 = 𝜆𝐿𝐶𝑜𝑛 + (1 − 𝜆)𝐿𝑁𝐶𝐸

where 𝜆 controls the weight of each loss.

3 BENCHMARKING RESULTS AND ANALYSIS
We first introduce benchmark text-to-motion datasets, evalua-

tion metrics in section 3.1. After that, we compare the quantitative
results of our CLaM in section 3.2. At last, we provide statistical
information on our HumanML3D-synthesis dataset in section 3.3.

3.1 Experimental Setup
Our experiments are conducted on two primary text-driven hu-

man motion generation datasets: HumanML3D [2] and KIT Motion-
Language (KIT-ML) [8]. We use the following five distinct metrics
as evaluation metrics. 1) ‘R-Precision’ evaluates the accuracy of
matching between text and motion; 2) ‘Frechet Inception Distance
(FID)’ measures the similarity between the generated and ground
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Generators Evaluator R-Precision (%) ↑
Top-1 Top-2 Top-3

Real motion Default 51.1±0.3 70.3±0.3 79.7±0.2
CLaM 73.8±0.2 87.0±0.2 91.7±0.1

MotionGPT [4] Default 40.4±0.2 56.7±0.2 65.7±0.1
CLaM 47.8±0.2 65.5±0.2 75.2±0.2

TM2T [3] Default 42.4±0.3 61.8±0.3 72.9±0.2
CLaM 50.7±0.2 67.9±0.2 76.7±0.2

T2M [2] Default 45.5±0.3 63.6±0.3 73.6±0.2
CLaM 57.7±0.3 73.0±0.2 80.4±0.2

MLD§ [1] Default 48.1±0.3 67.3±0.3 77.2±0.2
CLaM 59.9±0.3 76.0±0.2 83.1±0.2

MotionDiffuse§ [13] Default 49.1±0.1 68.1±0.1 78.2±0.1
CLaM 64.5±0.4 80.3±0.3 86.8±0.3

T2M-GPT [12] Default 49.1±0.3 68.0±0.3 77.5±0.2
CLaM 67.6±0.3 82.0±0.4 87.8±0.4

Table 2: Evaluation results on HumanML3D [2] test set with
different evaluators. § denotes results using the ground-truth
motion length as a precondition.

truth motion; 3) ‘Diversity’ measures the diversity of whole gen-
erated motion; 4) ‘Multi Modality (MModality)’ measures the di-
versity of generated motions within the same text description; 5)
‘Multi-Modal Distance (MM-Dist)’ measures the distance of motion
feature and text feature. Due to space constraints, experiments on
the KIT-ML are given in the open-source URL.

3.2 Evaluation with CLaM
Comparison on GT Motion Sequences. To demonstrate the

validity of our CLaM evaluator, we compare the superior perfor-
mance of our CLaM with the default evaluator [2] and retriev-
ers [6, 7]. These retrievers treated the text-to-motion retrieval as
the standalone task with the R-Precision metric. As shown in Ta-
ble 1, we conduct a comparison of quantitative results based on
ground-truth motion sequences. Our CLaM boasts the Top-1 R-
Precision to 73.8% (+22.7%), a significant improvement over the
original evaluator and retrievers.

Supported Text-to-MotionAlgorithms.we evaluate the SoTA
generators (e.g. TM2T [3], MLD [1]) using our CLaM evaluator and
default evaluator [2] in Table 2. We notice that limited by the default
evaluator, the performance of some methods is not accurately and
distinctly measured, especially some of the SoTA methods actually
have even better performance.

Ablation Studies. We analyze the influence of each part of our
CLaM in Tab. 3. We observe a significant improvement in Top-1
R-Precision of 9.8% (64.0%→73.8%) when replacing the default eval-
uator with our CLaM model. The adaption of InfoNCE loss forces
the optimization of latent spaces, with an improvement from 60.6%
to 73.8%. Regardless of other conditions, the synonym provider
plays an important role, reflecting the importance of the data scale.

3.3 HumanML3D-synthesis Dataset
As a by-product of our method, we combine the generated de-

scription sentences with the original description to create a new
dataset called HumanML3D-synthesis. It includes 14,616 motions
from the HumanML3D dataset and 547,102 descriptions made up

CLaM SP InfoNCE R-Precision (%) ↑
Top-1 Top-2 Top-3

51.1±0.3 70.3±0.3 79.7±0.2
✓ 53.1±0.3 71.7±0.2 81.1±0.2

✓ 55.7±0.2 74.0±0.3 82.2±0.2
✓ ✓ 60.6±0.3 77.8±0.3 84.9±0.2

✓ ✓ 64.0±0.2 80.1±0.2 87.2±0.2
✓ ✓ ✓ 73.8±0.2 87.0±0.2 91.7±0.1

Table 3: Ablation studies of our CLaM model. ‘SP’ refers to
the adoption of the synonym provider.

of 11,506 different words. The stats for motion sequences are con-
sistent with the HumanML3D dataset. The average and median
lengths of the text descriptions are 12 and 11 words, respectively.

4 CONCLUSION
In this work, we introduce an open-source library featuring a

robust Contrastive Language-and-Motion (CLaM) pre-training eval-
uator. This tool is designed to assess a range of text-driven human
motion generation algorithms comprehensively. the effectiveness of
our proposed evaluator is validated through extensive performance
evaluations, utilizing metrics such as R-Precision. Furthermore, we
launch the HumanML3D-synthesis dataset as a by-product, the
largest of its kind, to further enrich the resources available in this
field. These contributions pave the way for future development and
application of mainstream text-driven human motion generation.
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